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What is thought? Decision- making, 
planning, belief, recall, reasoning — all 
of these mental phenomena are about 
something. This fundamental and seemingly 
obvious insight has profound ramifications 
for the current state and future path 
of cognitive neuroscience. Contemporary 
cognitive neuroscience, especially animal 
model studies, often takes explanations of 
sensorimotor phenomena such as reflexes 
as the model. This strategy ignores the full 
implications of representational components 
to cognition. Instead, the best model of 
explanation for these cognitive phenomena 
relies on computation, the transformation 
of representations in the brain that result 
in behaviour. To go from movements to 
the mind, the explanation of intelligent 
behaviour requires a stronger notion 
of representation than the weaker one 
widespread in contemporary neuroscience 
used to explain sensorimotor phenomena.

The Sherringtonian view in 
contemporary neuroscience maintains 
that descriptions of networks of nodes, 
either neurons or areas of the brain and 
often including biophysical details about 
the neurons themselves, with specific 
weighted connections between them are 
needed to explain cognitive phenomena. 
Although this focus on molecules, cells and 
circuits may work for simple sensorimotor 
behaviours, we will argue that it fails to 

Hopfieldian view is poised to reveal novel 
neural entities that restore representation 
as explanatorily dominant in explanations 
of cognition.

Neural explanations of cognition
Cognition is computation over 
representations to yield behaviour1. 
Representation is a term widely used in 
neuroscience and refers to any informative, 
guiding neural signal. The signal carries 
information about states of the body or the 
external world. The information carried 
by these signals is used to guide behaviour.

In contrast to this neuroscientific usage, 
here we argue that cognition requires 
a more elaborate and restrictive notion 
of representation. Representations have 
content — they are about something. They 
are evaluable, such as for truth, success, 
accuracy and the like. They are detachable, 
capable of existing in the absence of their 
typical causes. They can be combined and 
interact in various systematic ways. Finally, 
they are produced and used by the system 
in order to generate behaviour. To be clear, 
these constraints on representation imply 
that not every sensory or motor state is a 
representation. For example, if a particular 
sensorimotor state cannot be activated 
in the absence of its typical cause, then 
that state is not a representation. In our 
view, cognition is the result of a restricted 
class of transformations of signals in the 
brain, ranging over only those signals 
that carry representational content in this 
more robust sense. The functions that 
underlie representational phenomena are 
fundamentally different in kind than simpler 
sensorimotor transformations and we argue 
that such functions require a fundamentally 
different ontology. It is at this juncture that 
philosophy becomes relevant.

We acknowledge this departure from 
the use of the term in contemporary 
neuroscience2–10. But how can such a 
constrained sense of representation be 
relevant to neuroscience? These properties 
should not be thought of as legislating the 
use of the term ‘representation’ but, rather, 
as a proposal about how to understand 
the computational role of the states 
posited by explanations of cognition in 
neuroscience. For example, the detachability 
of representations is a claim about the 

accommodate the semantic representations 
needed to explain cognition. In contrast to 
the Sherringtonian view, the Hopfieldian 
view emphasizes the role of neural spaces that 
explain behaviour in terms of computation 
and representation. Although these entities 
may result from the activity of neurons, 
ion flows and biomolecular processes, 
the Hopfieldian does not include details 
about them in explanations of cognition. 
Thus, unlike the Sherringtonian view, 
the Hopfieldian view starts at the level 
of representations and computations.

In the following, we will describe both 
of these views at greater length. Many 
researchers still adopt a Sherringtonian 
view, seeking to trace specific pathways 
in the brain and cataloguing types of cell. 
But advances are rapidly being made in 
understanding how representations can 
be realized by various forms of neural 
organization, especially populations. 
An emerging population doctrine provides 
support for Hopfieldianism and challenges 
the dominant neuron doctrine that 
inspires Sherringtonianism. Revolution is 
afoot, and an exploration is needed that 
outlines the structure of this emerging 
view. In this Perspective, we argue that 
the Sherringtonian view has limited 
explanatory resources for the description of 
the neural phenomena for representation 
and computation for cognition, whereas the 
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Abstract | Cognition can be defined as computation over meaningful 
representations in the brain to produce adaptive behaviour. There are two views 
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of secondary explainers. Only the Hopfieldian approach has the representational 
and computational resources needed to develop novel neurofunctional objects 
that can serve as primary explainers of cognition.
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causal structure of the nervous system. 
In particular, an explanation that requires 
that representations are detachable must 
be organized such that the presence of the 
representation is not stimulus bound: 
the representation can occur even in the 
absence of the stimulus in the world that is 
the representation’s content. But this implies 
that any models that require stimulus input 
to cause that representation are wrong. 
Take, for example, the supposition — for 
which there is increasing evidence — 
that the inferotemporal cortex contains 
representations of objects11–15. These findings 
typically rely on the presentation of images 
(such as an airplane in flight) that initiates a 
processing cascade, which results in neural 
activity that correlates with the category of 
the image (such as an airplane). But a true 
representation of an object would be one that 
can occur in the absence of airplanes. We do 
not mean to imply that the inferotemporal 
cortex does not contain representations 
in this richer sense. Rather, the sorts of 
evidence that would establish this — such as 
the presence of these representations when 
planning a trip, imagining the plane flight or 
telling a story about last summer’s vacation 
to Hawaii — remain to be gathered. Cleverer 
behavioural paradigms and computational 
models are clearly needed that can describe 
this behaviour. Further, more precise 
specifications are required for the other 
properties as well. Representations that 
match this more restricted understanding 
are semantic representations and the 
information that they carry are semantic 
contents.

We are concerned not just with 
representations but also computation. 
Computation includes how representations 
are transformed, updated, created or 
deleted. These transformations are often 
accomplished by information processing 
operations such as buffering, filtering and 
so forth. Such neural computations are 
performed over representations in the 
expanded sense and underlie cognition, 
resulting in changes in overt behaviour 
or internal systems. The transformations 
of representations are essential for 
understanding cognition16 but are often 
overlooked (see, for example, refs17,18). But 
such transformations cannot be ignored. To 
explain how behaviour is generated, it is not 
enough to explain the representations; the 
transformations must be identified and their 
neural realizations described. Cognitive 
neuroscience is focused on explaining 
cognitive phenomena conceptualized in 
terms of computation over representations 
in the brain.

a  Algorithmic/computational view

b  Implementational view
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The Sherringtonian view
The Sherringtonian view defined
The Sherringtonian view of cognitive 
explanation emphasizes the specific 
connections between neurons in the brain 
(fig. 1). The Sherringtonian view maintains 
that cognition will be explained just as 
Sherrington explained reflexes19,20 (see also 
ref.21). For the Sherringtonian view, neuron 
to neuron connections and the computations 
performed by these neurons or the traceable 
circuit in which they are embedded are 
the first- level explainers of cognition22 
(Box 1). The Sherringtonian view has been 
essential to twentieth- century neuroscience, 
providing insights into a range of CNS 
phenomena.

At the implementational level, the 
Sherringtonian view describes, in 
biophysical and physiological terms, the 
neurons and connections that realize a 
cognitive phenomenon. These descriptions 
include specific neural transfer functions: 
the transformations performed by single 
neurons over their inputs, typically in the 

dendritic tree or the axonal hillock. They 
also include information about particular 
neurotransmitters, such as their differential 
role in neural signalling, and the details of 
local circuit connections: which neurons are 
connected to which others. The first- level 
explainers of cognitive phenomena are 
circuits made up of particular neuron to 
neuron connections realized by specific 
neurons with fixed biophysical identities and 
utilizing particular neurotransmitters to pass 
signals between them.

At the algorithmic level, the 
Sherringtonian view appeals to 
computations performed by networks of 
nodes with weighted connections between 
them. In the brain, these nodes are neurons 
and these connections are synapses. The 
neurons perform dedicated computational 
transformations over signals received from 
other neurons in the network. Explanations 
of cognition are described in terms of 
information intake by individual cells, 
transformation of that information via 
neural transfer functions and then output 

to other cells. This computational point 
goes beyond mere implementation because 
there may be different implementations of 
the same circuit23. The Sherringtonian view 
can omit biophysiological details such as 
types of cell, biomolecule, neurotransmitter 
and so on in the algorithmic description of 
the computations and representations, and 
so their descriptions can satisfy ‘medium 
independence’ (see Box 2). This framework 
assumes that cognition is as amenable 
to a Sherringtonian form of algorithmic 
abstraction as are reflexes (reciprocal 
inhibition), eye movements (the neural 
integrator) and central pattern generators 
(the half- centre model). Perhaps the 
most notable example of the algorithmic 
Sherringtonian view is the attempt to 
explain cortical activity in terms of a single 
canonical circuit: a specific pattern of 
connectivity between neurons in different 
cortical layers that was first proposed in the 
1970s to explain cortical activity in all its 
diversity24–26. Thus, in the Sherringtonian 
view, explanations of cognition will always 
take the form of computations performed by 
individual neurons and signals passed over 
their connections.

Illustration of the Sherringtonian view
The type of explanation present in studies 
on motion perception and discrimination 
illustrates the Sherringtonian view27–30. 
This research programme investigates how 
monkeys transform perceptual signals 
from a pattern of coherently moving dots 
embedded in random dot noise into a 
decision about the dominant direction 
of motion of those dots31. The capacity 
to discriminate motion direction is 
decomposed into a series of processing steps 
with signals transformed by single neurons 
and then passed on to the next neuron in  
the processing chain32,33 (fig. 2). Area  
V5/MT contains neurons that are sensitive 
to the speed and orientation of motion in 
a visual stimulus34–36. Consider a single 
neuron in this area. In the Sherringtonian 
view, this neuron is part of a local circuit 
for computing the speed and direction of 
motion stimuli. The neuron contributes to 
the circuit by being connected to specific 
upstream and downstream neurons, and 
by performing a transformation over the 
incoming signals it receives to then pass 
that transformed signal along to the next 
processing step. These transformations 
are implemented by particular types of 
synaptic operation (such as integration) 
and transmitted by specific signalling 
molecules (presumably glutamate in the case 
of large pyramidal cells) between cells and 

Fig. 1 | comparing and contrasting the commitments of the sherringtonian and Hopfieldian 
views. Description of the two views outlined, the Sherringtonian view and the Hopfieldian view. The 
Sherringtonian view is committed to explaining cognition as the transformation of signals by nodes 
in a point to point architecture. These nodes and connections correspond to neurons embedded in 
circuits and pathways in the brain. At the algorithmic/computational level, the Sherringtonian view 
(part a, left) explains cognition as the result of specific patterns of node to node connections where 
individual nodes transform representations. The canonical cortical microcircuit (top) is an example of 
such a specific stereotyped pattern, where input received by pyramidal cells (P) in layer 4 (L4) neurons 
is transformed and projected to L2/3 and then passed to L5/6. A second example is the half- centre 
model of the reflex (bottom). Excitatory interneurons and motor neurons exhibit stereotyped connec-
tions to interneurons for reciprocal and cross- inhibition. At the implementational level, the 
Sherringtonian view (part b, left) details neurons, circuits and intracellular and extracellular pathways 
that implement the circuits at the algorithmic/computational level. Intracellular CAMKII cascades, for 
example, are persistently active molecular cascades within cells due to autophosphorylation. Specific 
circuits for fear or anxiety in the amygdala involve different patterns of neuronal connectivity between 
the basolateral and central amygdala, with dedicated output paths for each affective process. The 
Hopfieldian view, in contrast, is committed to representational spaces with computation cast as the 
transformation between or movement within those spaces. Networks of neurons and mass measures 
of neural activity implement those spaces and transformations. At the algorithmic/computational 
level, the Hopfieldian view (part a, right) describes representational spaces and the way that cognitive 
systems move through them or transform them. A simplified toy example describes how projection 
from a space encoding eye position in retinal coordinates metrically deforms that space to encode 
arm movements in upper arm and forearm angle space (top; ref.129). Basins of attraction in neural 
networks that serve as a substrate for memory or decision- making also illustrate the view (bottom; 
ref.60). At the implementational level (part b, right), these representational spaces and transformations 
are implemented in neural spaces assessed using mass measures of neural activity such as population 
recordings of many neurons. In a perceptual decision- making task, neural trajectories emerge when 
neural activity in the prefrontal cortex is plotted in a task- variable space composed of a choice axis, 
representing the direction chosen, and a motion axis, representing the degree of coherence (strength 
of evidence) of a field of randomly moving dots (top; ref.75). Neural activity projects further along the 
motion axis to represent the strength of evidence in the dot motion stimulus. Neural trajectories are 
also observed in dorsal premotor (PMd) neurons for motor planning (bottom), where the population 
activity passes through the same sequence of states in each trial (light- grey lines) in order to set move-
ment parameters in a downstream population. Part a (top left) adapted with permission from ref.128, 
Elsevier. Part a (bottom left) adapted with permission from ref.51, Elsevier. Part a (top right) adapted 
from ref.129, Springer Nature Limited. Part a (bottom right) adapted with permission from ref.61, PNAS. 
Part b (top left) adapted from ref.130, Springer Nature Limited. Part b (top right) adapted from ref.75, 
Springer Nature Limited. Part b (bottom left) adapted from ref.131, Springer Nature Limited. Part b 
(bottom right) adapted from ref.132, Springer Nature Limited.
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intracellular ion flows (such as Ca2+, K+, Cl− 
and so on) or large biomolecules within cells.

As part of this processing stream, MT 
neurons project to neurons in the lateral 
intraparietal area37. As motion evidence 
is displayed to the subject, neurons in the 
lateral intraparietal area show a stereotyped 
pattern of rising activity that crescendos just 
prior to the initiation of an eye movement 
to indicate the direction of motion29. This 
activity has been modelled as the integration 
of evidence towards a bound to make a 
decision about the direction of motion33. 
Although these findings have recently been 
challenged (see, for example, refs38,39), this 
research programme still nicely illustrates 
the Sherringtonian model for explaining 
cognition.

In sum, the animal’s ability to make 
perceptual decisions in noisy sensory 
conditions is explained by neurons 

summing up motion evidence by integrating 
perceptual signals received from neurons in 
motion processing regions. Generalizing, 
a circuit — conceptualized as a series 
of processing steps each performed by 
individual neurons that are appropriately 
connected together — executes the needed 
computations. One could imagine a similar 
circuit for a more abstract operation, 
such as where to gather information, 
how to make long- term plans or how to 
select between two further decisions. 
The Sherringtonian view is committed 
to the explanation of cognition via 
point to point communication between 
neurons organized into circuits.

Problems with the Sherringtonian view
Recently, the Sherringtonian view has 
come under heavy criticism. One attack on 
Sherringtonian- style cognitive neuroscience 

charges that the approach cannot explain 
combinations of stimulus properties40. This 
charge originates in a critique of the first 
generation of artificial neural networks 
called perceptrons41 that demonstrated 
that these simple artificial neurons cannot 
perform the logical operation of exclusive 
or (XOR)42. For example, suppose we need 
to categorize stimuli as either cats or dogs 
but not both. Linear feedforward one- layer 
artificial neural networks cannot implement 
a function for this simple exclusive disjunction 
categorization problem. The problem of 
exclusive disjunction has become one of 
the most important motivations for the 
Hopfieldian view40,43 (fig. 3c).

As a critique of perceptrons, the XOR 
challenge is on sure ground. The issue is 
not with perceptrons, however, but with 
biological neurons. Note, however, that 
there are no conceptual a priori arguments 
against single neurons executing XOR 
computations. For example, suppose 
neurons A and B both synapse on neuron C. 
Suppose the weight on A is –1 and the 
weight on B is +1. Suppose neuron C fires if 
and only if the absolute value of the activity 
is greater than +0.5. Suppose inputs are 
additive, and active neurons are in state 1, 
inactive neurons in state 0. Then, when both 
neurons A and B are active, their inputs will 
cancel; but if only one neuron is active, then 
neuron C will be active. As a conceptual 
point then, there is no bar to XOR 
computations over inputs to single neurons.

The explanation by appeal to specially 
connected triplets of cells does not scale: for 
every possible XOR categorization, there 
will need to be a dedicated circuit (that 
is, a giant look- up table), which is wildly 
impractical1. Furthermore, because of the 
absolute value operation, computing XOR 
is only possible with a non- linear function, 
although nothing about the Sherringtonian 
view implies that single cells can perform 
only linear operations. Nonetheless, the 
example does suggest something interesting: 
for some subset of XOR problems, assuming 
non- linear read- outs and positive and 
negative weights, there could be dedicated 
neurons. The conclusion stands even if we 
relax those assumptions, although other 
assumptions would be needed. This point 
about the complexity of computation 
in single neurons has not escaped the 
literature44,45, and, at least in ex vivo 
preparations, XOR computations have 
been observed in hippocampal neurons46,47 
and in human neurons from cortical layers 
2/3 (ref.48).

A host of population- level 
phenomena are often cited in challenge 

Box 1 | Levels of explanation

the two views on how to explain the neural basis of cognition fundamentally disagree over the 
content of first- level explanations of cognition (see the figure). a level of explanation is the relative 
importance placed on entities in an explanation. in explaining why the window broke, the speed and 
direction and hardness of the ball are more important than the microphysical constituents of either 
the ball or the window. if one wants, instead, to explain the speed and hardness of the ball, these two 
properties will be explained in terms of how the ball was thrown, say, and how the molecules of the 
ball are organized, respectively, thereby placing those details at the next explanatory level; and so 
on for how the ball was thrown and why the molecules are organized as they are, whose explainers 
will be at the third level. For a given phenomenon, the first explanatory level refers to the entities 
and properties that are referred to in explanation; the second level refers to the entities and 
properties that explain the first- level entities and properties; and so on. the ability of second- level 
explainers to explain first- level explainers will not confer upon them first- level explainer status. each 
level explainer is essential and not just a placeholder. However, this is not to deny the importance of 
second- level explainers in explanations of first- level phenomena. in this view of explanation, the two 
views posit different first- level explainers for cognition. the sherringtonian view maintains that the 
first- level explainers will be individual neurons and their detailed connections. the Hopfieldian view 
maintains that the first- level explainers will be properties of neural spaces.
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to the importance of neuron to neuron 
connections17. These include reverberating 
activity49, cell assemblies50, central 
pattern generators51 and even oscillatory 
communication between brain areas52. 
In addition, many novel models of neural 
data involve uncovering low- dimensional 
latent structure from high- dimensional 
data53–55. However, the Sherringtonian 
approach can sanction population- level 
phenomena. Various forms of population 
codes or computations are acceptable as 
long as each neuron is committed to a 
particular role in the circuit on account of 
its properties. The importance of embedded 
latent low- dimensional dynamics can also 
be made consistent with the Sherringtonian 
view if the specific neuronal circuitry 
that gives rise to those low- dimensional 
dynamics is taken as the first- level explainer. 
For example, an active research programme 
investigates whether the dimensionality 
of neural populations can be estimated 
on the basis of the distribution of local 
circuit motifs56–59. In the Sherringtonian 
view, groups of neurons can play a role 
in computation, but they will not be the 
first level in the explanation of cognitive 
phenomena. The key explanatory work 
is performed by single neurons and 
their interconnections. Population- level 
computational phenomena are a strike 
against Sherrington only if attempts to 
account for them in local circuit terms fail.

The Hopfieldian view
The Hopfieldian view defined
In contrast to the Sherringtonian view, 
the Hopfieldian view emphasizes the 
distributed nature of computation for 
cognition in neural systems just as Hopfield 

illustrated how distributed neural networks 
could perform computations60–62 (see also 
refs50,63–65). The approach couches its 
operations and representations in terms 
of transformations between neural 
spaces. Implementationally, massed 
activity of neurons is described by a 
neural space that has a low- dimensional 
representational manifold embedded 
within it66. These neural spaces may be 
comprised of neural ensembles50,67,68, brain 
regions67,69 or distributed representations 
across the brain70. These representations and 
transformations are realized by the aggregate 
action of neurons or their subcomponents, 
but explanations of cognition do not need 
to include a biophysiological description of 
neurons or their detailed interconnections. 
Single neurons can play a role only as 
second- level explainers of cognitive 
phenomena, explanatory only by virtue 
of their contributions to neural spaces. 
In an extreme form, the Hopfieldian view 
avoids single cell details altogether (see, for 
example, ref.71).

Algorithmically, Hopfieldian computation 
consists of representational spaces as the 
basic entity and movement within these 
spaces or transformations from one space 
to another as the basic operations. The 
representations are basins of attraction in a 
state space implemented by neural entities 
(be they single neurons, neural populations 
or other neurophysiological entities) but 
agnostic to implementational details 
(although, as a matter of fact, most 
Hopfieldian computations are focused on 
neural populations). A space of parameters 
describes the dimensions of variation 
of the representational space. This view of 
representation shares a conceptualization 

of content with quality- space approaches in 
philosophy72,73. The computations over those 
representations are transformations between 
spaces or movement within them and are 
described in terms of the dynamical features 
of representational spaces such as attractors, 
bifurcations, limit cycles, trajectories and so 
on. In short, cognitive functions are realized 
by neural spaces and the system’s movement 
within or between them16,18,40,66.

The Hopfieldian view illustrated
In the Hopfieldian view, the explanatory 
role of a single MT neuron is the result 
of its membership in a population that 
implements the neural state space used to 
represent motion. Visual input activates or 
suppresses this neuron such that its activity 
helps shape the way that the neural space 
changes over time. This multidimensional 
neural activity space is the result of the firing 
of individual cells and other non- spiking 
features of their neural activity such 
as membrane dynamics and neuronal 
correlations. A representational manifold is 
embedded in this neural space. The point 
inhabited by the system in this space is the 
representation of the speed and direction 
of motion. The computations underlying 
cognition are also organized only at the 
level of the neural space. For example, 
consider again the lateral intraparietal area’s 
role in noisy perceptual decision- making. 
This region, in fact, exhibits a diversity of 
responses that betray the Sherringtonian 
story above and may suggest a population-  
level computation of integration and 
representation of evidence74. Many neurons 
do not exhibit integration, although if neural 
activity from those neurons is combined, 
the pattern of integration is evident. On 
a similar task, evidence integration was 
present in a low- dimensional projection of 
neural activity recorded from the prefrontal 
cortex into a space defined by task- relevant 
variables — that is, a representational 
space75. In the Hopfieldian view, the 
neurobiological and the representational 
are integrated because lower- dimensional 
representational spaces are embedded in 
higher- dimensional neural ones.

The emphasis in the Hopfieldian view on 
representational spaces provides explanatory 
resources unavailable to the Sherringtonian 
view. Consider the explanation of errors 
in a simple memory task76,77 (fig. 3). In this 
task, subjects first observe a stimulus or 
a sequence of stimuli, followed by a delay 
and then presentation of further stimuli. 
The subject must remember whether these 
later stimuli match the initially presented 
ones and then select the matching stimulus 

Box 2 | Marr’s three levels of analysis

Marr133 described three levels at which a system can be analysed. Here, we present a modified take 
for cognition in this classic view. at the first level, which Marr denoted the ‘computational’ level 
but which we call the ‘ecological’ level134, the problem facing the organism and how the organism 
solves that problem is described. what are the variables the organism must track and how must 
they be transformed? why track those variables and transform them in that way? this is a description 
of what the organism must do and why it must do it in order to solve this problem135. at the second 
level, the algorithmic level, the procedure that carries out the computation specified at the 
ecological level is described. what are the functional properties of the organism and how do they 
track and transform the variables specified at the ecological level? what are the basic operations 
in the system (such as if–then statements, for loops and so on)? How are the basic operations 
combined to execute more complex operations? in what order are the basic operations or the 
composed functions to be performed? the algorithmic level specifies the basic set of representations 
and computations used to process information in the system and how those operations are combined 
(the architecture). importantly, the architectures specified at the algorithmic level can be realized 
by different types of physical system such as computers or brains (medium independence136). 
At the third level, the implementational level, the physical realization of the algorithm is described. 
what is the system made of? what are the physical parts of the system, what do those parts do and 
how are the parts and activities organized? the implementational level describes the physical 
processes whose activity realizes the operations described at the algorithmic level.
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from an array of non- matching distractors. 
Neural recordings from the lateral prefrontal 
cortex performed during this task were 
first analysed by decoding either the type 
of task (recall or recognition) or the cues 
used in the task78. In a decoding analysis, a 
network is trained to classify some stimulus 
or condition on the basis of some neural 
measure such as the observed activity 
of neurons. The analysis used included 
only purely selective neurons, those that 
showed a main effect in their firing rate 
of only one task variable such as a cue 
or condition. Next, another decoding 
analysis was performed on the portion of 
the population that showed only mixed 
selectivity, neurons whose firing rates were 
modulated by combinations of conditions 
or cues. In both cases, decoding accuracy 
was above chance. The dimensionality 

of the population activity, the number of 
independent ways that the population 
activity can vary, was then estimated. This 
dimensionality was estimated to be higher 
when the mixed selectivity was included. 
Importantly, the neural population showed 
lower dimensionality on error trials than on 
correct trials, a difference that disappeared 
if non- linear mixed selectivity was left 
out of the decoding. The collapse of the 
dimensionality of the population on error 
trials reflects a reduced representational 
capacity in the population and helps explain 
the errors committed on those trials. In 
sum, the number of independent dimensions 
needed to describe population activity is 
used to explain the cognitive behavioural 
phenomenon. Non- linear mixed- selectivity 
neurons are needed because they give rise 
to more complex representational spaces. 

This explanation is an example par 
excellence of the Hopfieldian approach.

Problems with the Hopfieldian view
The Hopfieldian view faces a number of 
its own apparent difficulties. Examples 
abound of information carried by single 
neurons, including sensation (for example, 
tonotopy in A1, interaural timing difference 
computations in audition, somatosensory 
specificity or numerous findings throughout 
the visual system), navigation (grid cells 
in the entorhinal–hippocampal cortices) 
or learning (such as temporal difference 
prediction errors conveyed by dopamine 
cells). Consider as an example the role of 
grid cells in the entorhinal and hippocampal 
cortices in navigation79,80. Grid cells are 
neurons that tile the space within which 
the animal finds itself (see, for example, 
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Fig. 2 | Depiction of how the motion direction decision-making research 
programme illustrates the sherringtonian view. a | Random dot motion 
task. Monkeys first fixate and then maintain their gaze as two targets appear, 
followed by a centrally presented field of randomly moving dots, some frac-
tion of which move coherently. Monkeys then indicate their decision about 
the direction of motion with an eye movement to a target in the correspond-
ing direction. b | Explanation of the decision in Sherringtonian terms. A rep-
resentation of the motion evidence, the evidence about the direction in 
which the dots are moving, is carried by neurons in area MT. This signal is 
then sent along dedicated pathways to the lateral intraparietal area (area 
LIP). Neurons in area LIP integrate the motion evidence from MT to form a 
representation of the sum of the evidence. This representation thresholds, 
signalling downstream action selection and initiation. Motion: random dot 

motion that varies in direction and strength (% of dots moving in same direc-
tion) is displayed to the monkey. Stage 1, MT: modelled neurons in area MT 
exhibit a noisy firing rate that correlates with the direction and strength of 
motion. Stage 2, area LIP: modelled neurons in area LIP integrate motion 
signals received from the modelled neurons in MT. Area LIP neuronal input 
is the summed input of the difference between left- preferring and 
right- preferring MT neurons. Area LIP neurons show response preferences 
that match the MT neuron direction of motion preferences. This input is 
summed over time, a baseline offset is added and, then, the modelled neu-
rons exhibit a noisy signal that correlates with this sum. Stage 3, choice: 
left- choice and right- choice area LIP neuron firing rates rise in proportion to 
their input, with the first pass a threshold determining the choice of target. 
Parts a and b adapted with permission from ref.32, Oxford University Press.
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refs81–83). These cells (and many others 
in the medial temporal lobe) seem to 
have particular representational contents 
that are proposed to play a central role 
in explanations of spatial cognition and 
navigation, constituting a cognitive 
map of the environment84. They are also 
proposed to play a role in internally directed 
cognitive search85,86. Such single- neuron 
representations appear to be at odds with 
the focus on populations at the heart of the 
Hopfieldian approach.

The Hopfieldian view, however, denies 
the explanatory power of approaches that 
ascribe computations rather than just 
informational correlations to single cells. 
The selective responses of single neurons 
are explanatorily derivative. Instead, neural 
spaces play the central representational 
role. Note, however, that the appeal to 
the presence of population activity is 
insufficient to defend against the objection 
posed by place cells, grid cells and other 
selective responses in single neurons. 

As pointed out above, the Sherringtonian 
view can welcome population codes 
because, in that account, these codes are 
explanatory of navigational abilities by 
virtue of the single- neuron constituents 
and interconnections that comprise the 

a

b

c

Condition A
Sample sequence

Condition B
Test sequence in recognition task

Condition C
Test sequence in recall task 

Fixation
1,000 ms

500 ms 500 ms1,000 ms

First cue
500 ms

Second cue
500 ms

One-object delay
1,000 ms

Two-object delay
1,000 ms

M
at

ch
N

on
-m

at
ch

Linear and non-linear mixed selectivity Non-linear mixed selectivity only

Correct trials
Error trials

Number of neurons
0 1,000 2,000 3,000 4,000

N
c

103

102

101

12

10

8

6

4

2
N

um
ber of dim

ensions

Correct trials
Error trials

Number of neurons
0 1,000 2,000 3,000 4,000

N
c

23

22

21

20

3

2

1

0

Low-dimensional → low separability High-dimensional → high separability

f
3

f
1

f
2

f
3

f
1

f
2

Fig. 3 | Depiction of how the delayed-recall 
research programme i l lustrates  the 
Hopfieldian view. a | Delayed match to sample 
task. Condition A: sample trial sequence for  
the task. Monkeys first fixate on a central square 
for 1,000 ms. A sample image is then shown for 
500 ms, followed by a 1,000- ms delay. A second 
image is shown for 500 ms, followed by a second 
1,000- ms delay. Monkeys are then required to 
respond in different ways depending on the task. 
Condition B: recognition task sequence. After the 
second delay in condition A, monkeys are shown 
a second sequence of two images. The first image 
appears for 500 ms, followed by a 1,000- ms delay 
then the second image for 500 ms. The match 
condition occurs when the second sequence of 
images matches the original sequence in 
Condition A; the non- match condition occurs 
when the second sequence fails to match the 
original. Monkeys must indicate whether the sec-
ond sequence is a match or a non- match. 
Condition C: recall task sequence. After the sec-
ond delay in condition A, three images are shown. 
Monkeys must select the two images displayed in 
the original sequence in condition A in the order 
in which they were shown. b | Dimensionality 
(that is, number of dimensions) of the representa-
tional space is correlated with the number of 
neurons and whether the trial was correct or an 
error. This dimensionality is a feature of the pop-
ulation and not reducible to individual neurons; 
hence, this explanation is not available to the 
Sherringtonian view. Left panel: correct trials 
have a larger dimensionality than incorrect  
trials across a range of population sizes. Number 
of neurons used in the analysis is on the x axis, 
and number of binary classifications (Nc) is on the 
left y axis. The number of binary classifications is 
the number of task conditions that a classifier can 
be trained to classify (1 = trial was condition C; 
0 = trial was not condition C) for a given perfor-
mance threshold of correct classifications (in 
ref.78, this threshold varied in the range 75–80%). 
The number of dimensions on the right y axis is a 
logarithmic function of the number of binary 
classifications. Right panel: same as left panel but 
the linear contribution of each neuron has been 
removed. Correct trials still display an increase in 
dimensionality compared with error trials.  
c | Increases in dimensionality are required for 
basic logical operations (f1, f2, f3 are dimensions 
of the representational space). Left panel: a plane 
cannot be used to classify items using an exclu-
sive or rule — there is no line that can be drawn 
on the plane that separates the yellow items from 
the red. Right panel: shifting to three dimensions 
allows for a linear classifier to correctly partition 
the items. Parts a and b adapted from ref.78, 
Springer Nature Limited. Part c adapted with  
permission from ref.40, Elsevier.
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population. The Hopfieldian view has to 
maintain that the order of explanation is 
the reverse of the Sherringtonian view: the 
single- neuron responses possess explanatory 
power only because they are part of a larger 
population. At best, single- neuron findings 
have an explanatory role only at the second 
level, as explanations of those neural spaces. 
Furthermore, single- neuron correlations 
do not imply that the relevant computation 
is occurring at that level. Correlation does 
not imply computation. For example, the 
activity of single neurons, even activity 
that correlates with behaviourally relevant 
internal or environmental variables, 
does not imply a computational role for 
that activity because such correlations 
can have other non- cognitive biological 
functions. Also, noisy complex systems 
such as the brain often contain spurious 
correlations. Nonetheless, some single- cell 
responses can provide a clue to what is 
being represented.

The Hopfieldian view can, for example, 
accommodate grid- cell responses by arguing 
that they are the result of population- level 
processing that sculpts their activity by 
training and feedback. In this view, a 
learning process creates a neural space that 
naturally results in the formation of grid 
cells. This neural space is the result of the 
solution to the ecological problem facing the 
organism, which is the problem of coding 
the position of the agent. For example, the 
optimal solution to path integration 
corresponds to a ring in Fourier space87. 
Once this ring is implemented, grid cells 
develop in the network88,89.

Both replies illustrate a more general 
tactic that the Hopfieldian view can rely 
on. Cognitive state spaces are embedded 
in high- dimensional neural spaces. 
Activity in any given cognitive space could 
predominantly drive single neurons. On 
this tactic, significant single- neuron activity 
may in fact emerge from the population 
activity. The Hopfieldian focus on the neural 
and representational state space contends 
that populations perform computations 
and constitute representations by virtue of 
general principles of operation of neural 
networks and not by virtue of detailed 
connectivity profiles of the neurons that 
make up the populations. As a result, the 
Hopfieldian view stresses aggregate neural 
activity and contends that the explanatory 
power of single neurons derives from 
their membership in the population and 
not from the connections to or from that 
neuron. The Sherringtonian view, by 
contrast, must maintain that population 
activity is constituted and driven by the 

activity of single cells and their specific 
connections. For the Sherringtonian view, 
the connections matter; for the Hopfieldian 
view, they do not. Another way to intuit 
the difference between the approaches 
is to realize that trajectories through 
state spaces are invariant to the specific 
neurons sampled from the population to 
generate them. Cognition lies at a level 
above a one-to-one correspondence between 
the neural space and a particular pattern 
of connections between a specific set of 
identified neurons.

In addition to single- neuron phenomena, 
numerous studies have revealed specific 
patterns of connectivity between regions. 
Wiring diagrams for the brain are 
fantastically complex, featuring dozens of 
regions with specific pathways between 
them90. Indeed, the determination of which 
areas are wired to which others may be 
genetically determined, and this may play 
an important role in the explanation of 
various capacities such as those for vision91. 
The Hopfieldian view must also account for 
this specificity. If population dynamics are 
the first- level explainers, then why does the 
brain exhibit such specialized wiring?

The Hopfieldian view has a few replies at 
the ready. The best bet for the Hopfieldian 
view may be to respond that the wiring 
diagram is a second- level explainer of visual 
processing. The first- level explainer is the 
population dynamics of each region, and 
the wiring helps explain those dynamics. 
Another way to accommodate specific 
connectivity between areas is to permit that 
populations need to be connected to each 
other but without the need to commit to 
full specification of the neuron to neuron 
connections within or between areas. The 
Hopfieldian view emphasizes activity in 
neural spaces but can remain agnostic on 
how information is transmitted between 
such spaces. There is no need to adhere to 
an extreme form of Hopfieldianism that 
rejects all regionally specific functions in 
the brain70 (for an extended discussion, 
see ref.92).

Possible paths to unite the views
Cognitive neuroscientists are interested in 
characterizing the functional architecture of 
the brain93,94: the fundamental computational 
operations performed over representations 
that the brain carries out for cognition. The 
Sherringtonian and Hopfieldian approaches 
present different hypotheses about how 
best to describe and to uncover the brain’s 
functional architecture. There are different 
ways to analyse the relationship between the 
two views.

Resolution of the debate
The whole debate between the 
Sherringtonian view and the Hopfieldian 
view discussed here could be construed 
as old news if framed in a particular 
way. In this framing, the Sherringtonian 
view’s emphasis on neuron to neuron 
connections contrasts with the Hopfieldian 
view’s emphasis on neural populations 
and relates to the debate between the 
neuron doctrine20,50,63,95–99 and the population 
doctrine (as it is now called; see, for example, 
refs18,66). The neuron doctrine was originally 
formulated in opposition to reticularism63, but 
modern incarnations emphasize the role of 
the single neuron in information processing 
in the brain. The divide then boils down to 
a clash between the neuron doctrine that 
maintains that single neurons are the basic 
explanatory unit for cognition and the 
population doctrine that maintains that the 
central explanatory role will be played by 
neural populations.

We reject this rather pedestrian version 
of the debate. The Sherringtonian and 
Hopfieldian views, as formulated herein, 
are updated to provide a more plausible 
take on the role of single neurons or 
populations. In fact, both the Sherringtonian 
and Hopfieldian views acknowledge the 
importance of single neurons and neural 
populations. Take the Sherringtonian 
emphasis on single neurons first. The  
claim that the Sherringtonian view is false 
because of the need for more than one 
neuron is neither charitable nor accurate. 
No one ever believed that the visual scene 
can be captured by a single retinal cell. 
The most charitable interpretation  
of the neuron doctrine is not the idea that 
individual cells, and only individual cells, 
are the explainers of cognitive, or any 
behavioural, phenomena. Rather, it is the 
neuron+ doctrine that individual cells, and 
their interconnections, are the explainers 
of cognitive phenomena — this epitomizes 
the ‘circuit- cracking’ approach so prevalent 
in current neuroscience. The neuron+ 
doctrine can accommodate the findings 
regarding neural assemblies by stressing that 
the specific connections underlying those 
assemblies will inform their function. The 
neuron+ doctrine is just the Sherringtonian 
view where neuron to neuron circuit 
specifications are needed for explanations 
of cognition, just as has been achieved for 
simpler sensorimotor phenomena. Further, 
insofar as neural populations are central 
to understanding cognitive phenomena, 
advocates for Sherrington- style neuroscience 
can emphasize that neural populations 
play their roles by virtue of the connections 
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and transformations performed by their 
single- neuron constituents.

The Hopfieldian view, in turn, can 
acknowledge the importance of single 
neurons. Undeniably, single neurons 
contribute to population activity. However, 
the specific connections between cells 
are irrelevant as first- level explainers 
of cognition. The most charitable 
interpretation of the Hopfieldian view 
presents a population+ doctrine that 
populations of cells constructed from 
individual neurons are the explainers of 
cognitive phenomena. As a result, the 
population+ doctrine, which is just the 
Hopfieldian view, can assimilate the activity 
of keystone cells as the predominant 
drivers of population activity in particular 
contexts. Cognitive phenomena result from 
the action of populations, whether driven by 
single cells or as a result of the effect of many 
cells, and it is only when we turn to explain 
these population phenomena themselves 
that single neurons and their point to point 
organizations take prominence.

Thus, the characterization of 
Sherringtonianism and Hopfieldianism as 
merely a contrast between the neuron and 
population doctrines is incorrect. Neither 
view denies that both neural populations 
and single cells are important and this 
importance can be reconciled with either 
theoretical commitment. Consequently, the 
mere involvement of neurons or populations 
fails to determine a dominant view, and we 
find the contrast between single neurons 
and neural populations to be facile. Does 
the possibility of including single neurons 
or populations in either view suggest that 
the views are closer than we have illustrated? 
Can their disagreements be reconciled?

Replacement or reduction
In a replacement vein66, the Hopfieldian 
approach presents a new population+ 
doctrine that will replace the older 
Sherringtonian approach. In Kuhn’s classic 
model100, revolutionary science occurs when 
a field is faced with problems intractable 
under current theories or doctrines. Both 
exclusive disjunction40,42,43 and the diversity 
of prefrontal cortical responses75 challenge 
Sherrington- style neuroscience. In response, 
a population+ doctrine, the Hopfieldian 
view, has been formulated with its own types 
of analyses, tools, techniques and concepts.

In reply to the possibility of revolution, 
however, the Sherringtonian view could 
instead attempt to reduce the phenomena 
underlying the Hopfieldian approach 
to cell to cell connections. This option 
would require the development of novel 

explanatory resources to resolve the 
challenges facing the Sherringtonian view, 
including resolution of the mixed selectivity 
and exclusive disjunction problems. 
But, fundamentally, the response to the 
Hopfieldian challenge is to hold out hope 
that for each way of performing a cognitive 
operation there will be a description in terms 
of neurons and local circuit connections. 
The effort to study the neural basis of 
cognition in insects with an impressive array 
of new tools can be seen as a move of this 
type101,102. However, such an approach faces 
the challenge of accounting for the semantic 
components of cognition by appeal to what 
are, essentially, second- level explainers. 
Needless to say, we are sceptical of the 
viability of this strategy.

Reconciliation
Instead of replacement or reduction, 
the differences in the approaches may reflect 
differences in brain areas due to evolution 
or to the types of function performed by 
different regions. The Sherringtonian 
approach may be more effective for older, 
conserved, or modular structures such as 
the brainstem or spinal cord. Sherringtonian 
circuits are computationally dedicated 
modules that reflect the outcome of selective 
evolution. Neuron to neuron connections 
and canalized local circuitry would reflect 
one outcome of such selection. Newer, 
flexible or recent structures might require 
the Hopfieldian approach. Hopfield circuits 
are more flexible modules that can be used 
for a range of computations. These functions 
do not result from evolutionary selection 
and so would be implemented by brain 
areas either without dedicated functions 
or with specializations that can be recycled 
for novel information processing for new 
challenges68,103. Distributed population 
activity for computation would reflect the 
outcome of neural processing whose goal 
is to approximate those new but necessary 
computations. The recalcitrance with 
which the cerebellum and basal ganglia, 
for example, have refused to reveal their 
universal function may be due to conflicting 
evidence resulting from applying both 
Sherringtonian and Hopfieldian approaches 
to the question.

Second, the differences in the approaches 
may instead conceal common ground 
that may bridge the two views to address 
the shortcomings without relinquishing the 
successes of both. Some cognitive 
neuroscientists describe a dictionary 
of functional types that might underlie 
neurocognitive computation. These 
include Fuster’s cognits104, Arbib’s brain 

operating principles105 or Carandini’s 
canonical neural computations106. Several 
approaches in philosophy and neuroscience 
that emphasize dynamic coalitions of 
neurons are reminiscent of this approach 
as well67,68. A succinct example of this 
approach is embodied by Wang’s research 
on reverberatory dynamics49,107. The 
synaptic reverberation model of perceptual 
decision- making, now extended to many 
different cognitive functions108,109, describes 
one such basic functional type and is 
applicable to both individual neurons as 
well as neural populations. However, as the 
functional types must be combined into 
complexes to provide an explanation of the 
targeted cognitive phenomenon, at best they 
would be second- level explainers.

Revolution
A revolutionary cognitive neuroscience 
would go a long way to explain and dissolve 
the tensions between the Sherringtonian 
and Hopfieldian views. Both views 
focus on relevant neural phenomena for 
different cognitive tasks or for different 
brain regions. The way to unify the two views 
is to understand that there are underlying 
computational entities implemented by the 
brain. In some cases, those implementations 
take the form of single neurons and specific 
connectivity profiles. These circuits inspire 
the Sherringtonian approach. In other 
cases, those implementations take the form 
of mass activity in neuronal populations 
that disregards single neurons and circuits. 
These neural spaces inspire the Hopfieldian 
view. But both are instances of the 
implementation of a computation that is used 
to transform representations for behaviour.

The characterization of this novel 
cognitive neuroscience has its best 
springboard in Hopfieldianism. The 
Sherringtonian approach assumes a level of 
detail that restricts its available explanatory 
resources, whereas the Hopfieldian 
approach adopts fewer such constraints. 
These restrictions are manifest both 
representationally and computationally.

Computation and Sherringtonianism. 
There is a deep representational critique of 
Sherringtonianism that the Hopfieldian view 
avoids. The Sherringtonian view needs to 
explain cognition as the result of dedicated 
neural circuits. Much like explanations of 
the reflex that appeal to a particular circuit 
performing its function, cognition results 
from dedicated circuits performing theirs. 
This implies that only the individual nodes 
can be assigned semantic contents. There are 
two problems with this.
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Suppose each node is assigned 
individual contents. Because nodes carry 
the semantic content and there are different 
semantic contents that can cause any given 
movement, then for each such behaviour, 
the Sherringtonian view requires a dedicated 
circuit that must contain distinct nodes. 
For example, not all hand waves result from 
the same cause even if the movement is the 
same across all of the different instances; 
a wave for help is not the same as a wave 
hello, and in this approach each such wave 
requires a distinct circuit94. But for each 
representational way to cause a movement, 
a new neuron to neuron reflex- like pathway 
is required, with the end result of an 
explosion in circuit resources1. Alternatively, 
multiple contents could be assigned to 
the same node. Say the range from m to 
n of the firing rate of this neuron means 
‘bear’, from n to r means ‘briar’ and so on. 
This increases the complexity of semantic 
organization of the system. The explanation 
of cognition requires the brain to transform 
representations in light of their contents, 
which means that representations must 
be used9, as captured by our requirement 
above that representations are produced and 
consumed by the system. Such a complex 
semantic organization, however, may not be 
easily usable by the brain.

In addition, the representation of 
complex contents is problematic for 
the Sherringtonian view. Consider the 

assignment of the content that snow is white 
to a single node. This is not, in principle, 
false — early connectionist networks 
sometimes assigned explicit contents 
to nodes — but it amounts to a radical 
grandmother cell hypothesis. This type of 
semantic atomism strains credulity (see, for 
example, ref.3). Alternatively, combinations 
of semantic contents carried by individual 
nodes might give rise to complex contents. 
One node represents snow, another white 
and a third the predication relation (the 
‘is’ in ‘snow is white’). But, then, complex 
contents are not in fact represented at all, 
because the only carriers of semantic content 
in the Sherringtonian view are individual 
nodes. Although not false in principle, such 
an account flies in the face of numerous 
aspects of human psychology. Take, for 
example, language. Sentences are made up 
of words, but the meaning of the sentence 
extends beyond the meanings of the words. 
But in the Sherringtonian view, such 
extended meanings are not represented in 
the brain. That is wildly implausible.

Besides these representational 
shortcomings, the computational resources 
of the Sherringtonian view are also too 
constrained. To perform computations, 
the Sherringtonian view has only two 
elements at the algorithmic level: nodes 
and connections. The Sherringtonian 
view restricts computation to systems that 
satisfy node to node descriptions. To date, 

no one has yet described a way to execute 
computations by fast reconfigurations 
in the connections between nodes. Hence, 
the computations must be able to be 
executed by the transfer functions in the 
individual nodes. But this limits the types of 
computation that the system can perform. 
First, distributed representations must be 
analysed into contents that can be carried 
and transformed by single nodes. Second, 
if there are only local representations, 
then computation cannot be the result 
of the action and interaction of multiple 
components. Both of these constraints limit 
the types of computation available to the 
Sherringtonian view.

Computation and Hopfieldianism. The 
Hopfieldian view, by contrast, is more 
flexible both representationally and 
computationally — so much so that its 
computational descriptions subsume those 
of the Sherringtonian. A cognitive system 
whose operations and transformation truly 
occur at the level of neuron to neuron 
descriptions can also be described as 
one that moves through a neural space 
characterized in basic dynamical terms. The 
converse, however, does not hold; there may 
be cognitive systems that do not satisfy such 
point to point descriptions. As a result, the 
Hopfieldian view covers more systems.

Hopfieldianism characterizes cognition 
through identification of new first- level 
explainers that take the form of an object 
latent in neural activity described by 
variation in a low- dimensional projection 
of a high- dimensional neural state space. 
Indeed, mass or aggregate action in the 
nervous system, especially in multimodal 
cortex, may be so dominant as to obviate the 
need for a Sherringtonian computational 
framework with its focus on node to node 
architectures. As a result, the actions of these 
objects are invariant to swapping in or out 
different neurons. Neural spiking might even 
turn out to be epiphenomenal even if spikes 
correlate with the actual representation.

Neurofunctional spaces. These new 
first- level explanatory objects possess 
both functional and neural properties 
(neurofunctional properties) (fig. 4). 
An example of this model of explanation 
is provided by recent work on movement 
planning. Planning can be explained at a 
neurofunctional level as a trajectory through 
a neural state space that culminates in the 
initialization of a second dynamical system 
for movement execution110–113. Movements 
to a target are coded by trajectories through 
the state space, with similar movements 

Condition one Condition two

...

Dimension 1
activity

...

Dimension
activity

Representational space one Representational space two

Dimension 2
activity

Dimension 3
activity

Dimension n
activity

Fig. 4 | illustration of the revolution in Hopfieldian algorithmic approaches. The Hopfieldian model 
for the algorithmic level consists of activity spaces and metric transformations between them. 
Representations are basins in those spaces and computations are transformations between spaces. 
Here, activity in one high- dimensional representational space in condition one has an excursion along 
some dimension. This excursion is absent in condition two. The second representational space con-
tains a dimension that represents the integration of activity along the excursion dimension in space 
one. Following the excursion in condition one, the second representational space is shifted along that 
dimension in comparison with condition two. As a result, representational space two presents a bifur-
cation in the neural trajectories, a sort of neural behaviour that both plays an explanatory role in 
cognition and itself needs to be explained as a piece of cognitive behaviour. The set of neural trajec-
tories traces out a lower- dimensional neural manifold that cannot be explained by the Sherringtonian 
approach in terms of nodes and connections. Further, the computational role for the bifurcation needs 
to be described.
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evoking similar trajectories before a go 
cue. The convergence of these trajectories 
corresponds to planning through the 
setting of movement goals such as target 
location, trajectory shape and other features 
of the equivalence class of movements 
that execute the goal114. These trajectories 
are a form of behaviour; neurofunctional 
invariants across different tasks and contexts 
that need themselves to be explained. 
Notably, these trajectories in state space are 
representational in our more full- blooded 
sense because the same representations 
occur in different sensory contexts, are used 
by the system for the control of movement 
and are sensitive to errors and other types 
of accuracy- related computation. This is 
the formation of a plan because movement 
execution itself is controlled by rotational 
dynamics in another system that is 
initialized by these planning dynamics111. 
In this account, a representational entity 
instructs a non- representational one.

This style of explanation generalizes 
to other psychological explanations 
that feature these new neurally derived 
first- level explainers115. Representationally, 
different semantic contents are assigned 
to different regions of the latent state 
space, and these state spaces contribute 
their contents to a range of cognitive 
phenomena, again consistent with our 
concept of representation. Economic 
decisions may require the untangling 
of value information with the use of 
high- dimensional neural representations 
to form value representations116. Successful 
recall requires enough representational 
dimensions latent in neural populations to 
cover the task demands78. Ease of learning 
depends on the location of neural activity 
relative to a low- dimensional manifold 
embedded in high- dimensional neural 
space117. Cortical trajectories are used in the 
estimation of temporal intervals118,119 and, in 
particular, different subspaces of variability 
in low- dimensional projections from 
high- dimensional neural spaces represent 
different intervals in the frontal cortex120. 
In a Bayesian temporal estimation task, the 
curvature of the lower- dimensional manifold 
represents priors, an explicit representational 
role assigned to a dynamical feature in the 
state space that simply cannot be captured by 
Sherringtonian means121. The same lessons 
are apparent from investigations of neural 
computation. For example, the prefrontal 
cortex plays a role in context- dependent 
perceptual decisions by movement through 
a task- defined representational space75. 
Working memory relies on routing 
trajectories through a low- dimensional 

manifold122. Rule- based reasoning and 
switching relies on population- level 
differentiation of evidence for rules in the 
anterior cingulate cortex123. This diverse 
set of representational and computational 
phenomena illustrate the explanatory power 
of the Hopfieldian view.

This ability to have a first- order 
explainer of a hybrid kind that provides 
understanding is a great benefit of 
the Hopfieldian approach. Cognitive 
phenomena are explained by decomposing 
each cognitive function into its subfunctions 
along with a visualization of their neural 
dynamics as trajectories through state 
spaces103. These depictions are analogous 
to Feynman diagrams, which provide an 
intuitive visualization of the interactions 
of subatomic particles that are otherwise 
complex and difficult to understand124. 
Such understanding has been proposed 
as essential to scientific explanation125. 
By contrast, recent attempts to make similar 
explanatory claims for neural network 
models that rely on connectivity metrics 
simply fall back on the usual shortcomings 
of the Sherringtonian approach: providing 
either opaque quantitative descriptions or 
testing models that themselves are couched 
in terms of connections without reference to 
either representations or computations126.

Granted the explanatory power of the 
Hopfieldian view, what are the next steps in 
the development of the Hopfieldian research 
programme? Specific recommendations 
will depend on the particulars of the 
cognitive phenomena being investigated. 
However, some general recommendations 
can be made. First, neural data are no 
longer relegated to the role of mere 
implementational detail. Rather, neural 
activity can be a rich source of information 
along with behaviour to construct theories 
of cognition. This is a different way of 
thinking of neural data that emphasizes 

the discovery of cognitive computation 
directly from neural activity embedded in 
low- dimensional manifolds.

Second, there is a need for quantitative 
and conceptual advances to realize the 
promise of the Hopfieldian approach. 
Trajectories in low- dimensional state spaces 
are clearly operations over representations. 
But what are those operations? How can 
they be mathematically characterized? How 
do those mathematical characterizations 
relate to the problems facing the organism 
that are described at the ecological level 
(Box 2)? A new theory of computation via 
these neural objects is needed. Further, 
computation is the transformation of 
representations. But those representations 
are also low- dimensional neural objects. 
How do state space transformations 
operate on representations that are also 
low- dimensional neural objects? Simply 
describing these operations in terms of 
linear dynamical systems, for example, 
is insufficient to connect the behaviour 
of these states spaces to their ecological 
function.

Third, Hopfieldian systems need 
to interact with Sherringtonian ones 
(see ref.127). Sherringtonian circuits 
are obviously relevant at the input and 
output ends of complex nervous systems, 
such as in sense organs or in the spinal 
cord. The information operated on by 
Hopfieldian circuits enters the system 
by way of Sherringtonian- type node and 
connection processes, and the influence of 
Hopfieldian circuits on behaviour must pass 
through the final common path and the 
Sherringtonian- type node and connection 
circuits that transmit signals from the 
cortex to the body and that interact with the 
skeletomuscular system. But how does such 
interaction occur? A theory of the interface 
between the two types of circuit is needed 
to integrate representational computations 

Glossary

Content
The referent of a state, what the state is about.

Dimensionality
The set of basis elements whose combinations can 
describe any point in that space.

Exclusive disjunction
either A or B but not both A and B.

Neural spaces
Conceptualizations of brain regions as N- dimensional 
spaces where each Nth dimension is a representation of 
a neuron and the value along the dimension is the firing 
rate of that neuron.

Perceptrons
early artificial neural network models.

Reticularism
An early idea about the brain’s biological organization 
that maintained the brain is a continuous network not 
divisible into cells.

Semantic representations
representations that have semantic content and  
can be mapped on to the content given some context  
of use.

State
A point or a region of neural space.

Tonotopy
An orderly arrangement of the representation  
of auditory tones in the brain from lowest  
to highest.
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with the input and output ends of cognitive 
systems.

The Hopfieldian view may itself 
conceal a deeper truth about cognitive 
function. The brain may solve challenges 
at the ecological level by putting together 
computations from the dynamics of 
subcellular, neuronal, small circuit or large 
population components. Thus, first- level 
explanations of cognition may require a 
novel neuroscience that constructs state 
spaces across many spatio- temporal scales 
from the single molecule to the whole 
brain. The resultant dynamical objects of 
this novel cognitive neuroscience along 
with their functional interpretations would 
be the first- level explainers for cognition. 
The implementation- level details of the 
variety of neural phenomena would be 
the second- level explainers; that is, they 
would explain the novel objects and only 
indirectly the cognitive phenomena. Thus, 
Hopfieldianism, as described here for 
aggregate neural population data, may 
just be one of a wider range of ways that 
a theorist can construct new dynamical 
objects to help understand cognition. This 
has important implications for AI because 
whereas it might be possible to abstract 
the properties of neural populations, other 
tissue properties may also be important in 
the construction of these novel explanatory 
objects. The theorist should then cast a wide 
representational and computational net, 
utilizing evidence at all levels from both 
brain and behaviour to draw conclusions 
about the nature of the mind.
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